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ABSTRACT

Official traffic counts approximate the amount of traffic observed in roads. These counts are computed by local authorities to model traffic and understand transportation needs. Although there exist automatic traffic collection techniques such as CCTVs or road sensors, these tend to be highly expensive. Thus, countries with limited resources typically compute the official traffic counts with manual approaches including individuals counting the number of cars that go through different roads. Given the ubiquity of cell phones in Senegal, we propose the use of cell phone data as a proxy for modeling traffic. Specifically, we design a technique to automatically compute official traffic counts using mobility features extracted from Call Detail Records. We evaluate the technique against official traffic count numbers in Senegal and obtain correlation coefficients between real and predicted values of $r = 0.889$. Our approach provides a reliable technique to measure traffic counts at large-scale and in an affordable manner.

1. INTRODUCTION

Traffic counts approximate the amount of traffic observed on a particular road. These counts are critical for transportation planning and transportation analysts since many policy decisions, including the construction of new roads, are based on such numbers. Currently, there exist two types of data collection techniques to gather information regarding traffic counts: manual and automatic. Manual approaches involve hiring a number of observers who manually count the number of vehicles that drive through specific roads. This approach is not only expensive, but also very hard to scale to cover the bulk of highways and roads in a country. On the other hand, there exists a handful of automatic techniques for monitoring traffic including road sensors, cameras, or toll information among others. These techniques automatically gather road and traffic information with high frequency and generally report average values through specific periods of time e.g., daily averages. Although automatic techniques are easier to scale than manual approaches, they tend to be expensive due to the high costs involving traffic monitoring systems. Another important flaw of these automatic techniques is that due to its cost, only specific critical road segments tend to be monitored e.g., segments with traffic jams or road segments with high percentages of traffic accidents.

In this paper, we explore novel automatic techniques to approximate traffic counts that might alleviate the limitations surrounding both manual and traditional automatic techniques: costs and scalability. This is specially true for emerging economies with limited resources such as Senegal that are looking for alternative ways to measure traffic at large-scale and in an affordable manner. Specifically, we propose the use of Call Detail Records (CDRs) to evaluate traffic volumes on roads. Our proposal is based on the fact that cell phones have become a pervasive sensor of human behavior due to its penetration rates. In Senegal, cell phone penetration rates are well over 94% and the telecommunications infrastructure covers all the country with different levels of granularity mostly between rural and urban environments. Since this infrastructure collects information about the location of the cell phones, we propose to this information as a proxy for traffic count estimation.

The exists an important body of work in the general area of traffic estimation using different sources of sensing data including cameras [9], cell phone data (mostly handover information) [5] or passive data [10] [14]. However, these approaches typically focus on identifying a plethora of traffic issues including road congestion or traffic routes. In this paper, we propose an approach to a problem that although simple, would be very helpful for developing countries with limited resources and for whom traffic counts are a very relevant measure. Additionally, this approach opens the door for the development of cost-effective measures to estimate road conditions in areas where a cell phone network is deployed but no infrastructure to estimate traffic has or can be developed. The rest of the paper is organized as follows: section 2 explains the type of datasets used in our project; section 3 describes the methodology we propose to approximate traffic counts from CDR data and section 4 presents our results. We finalize covering related work and drawing our conclusions in sections 5 and 6.

2. DATASETS

2.1 Traffic Counts

We make use of the latest collection of official traffic counts in Senegal computed in 2002 by national authorities with support from the African Development Bank [2][1]. The official traffic counts contain information for four types of roads: national, regional, departmental and provincial (see Table 1). National roads communicate large administrative regions (Régions) and neighboring states and around 60% of them are paved; regional roads connect the fourteen Régions in Senegal; departmental roads communicate departments (Départements) and around 15% of them are paved; and finally provincial roads connect all other minor urban and production centers. Figure 1 shows a map with the National roads and their official traffic counts (color-coded).

<table>
<thead>
<tr>
<th>Road Type</th>
<th>Network Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>National</td>
<td>3351km, 59.2% paved</td>
</tr>
<tr>
<td>Regional</td>
<td>1206km, 72.0% paved</td>
</tr>
<tr>
<td>Departmental</td>
<td>5607, 18.4% paved</td>
</tr>
<tr>
<td>Provincial and others</td>
<td>4450, 3% paved</td>
</tr>
</tbody>
</table>

Table 1: Types of roads and lengths in Senegal.
To compute the official traffic counts, each road is divided into a set of segments (links) and traffic counts are provided for each of the individual segments. Each traffic count represents the annual average daily traffic (AADT) or average number of daily cars observed in any given road segment throughout a year. Figure 2 presents a partial view of several road segments in National one showing high and medium traffic count values.

2.2 Call Detail Records

Call Detail Records (CDRs) are collected by telecommunication companies for billing purposes. Every time a phone call is made or received, a set of variables are saved including the anonymized cell phone numbers, date and time as well as information regarding the latitude and longitude of the cellular tower that handled the service. The dataset used for this challenge contains CDRs from Senegal collected for a year: from January 1st to December 31st, 2013. In this project, we make use of Dataset 2 which contains fine-grained mobility data on a rolling 2-week basis at an individual level with 300,000 randomly sampled users whose cellular activity spans at least 75% days of the whole year and whose interactions are kept under 1,000 per week.

Figure 3 shows the map of Senegal with the Voronoi polygons approximating cellular coverage areas in different parts of the country. As observed in other countries [8] [12], the density of towers increases in urban areas i.e., the coverage areas are much larger and less granular as we move from urban to rural areas. It is important to highlight that the real position of the cellular towers is unknown since noise has been added due to commercial and privacy concerns. However, the noise added is proportional to the density of cellular towers and preserves the overall structure of the mesh. Next section also covers how this limitation might affect our methodology. Finally, combining both traffic counts and CDR data, the coverage area of a cellular tower can be traversed by one or multiple road segments as seen in Figure 5.

3. METHODOLOGY

In this paper, we propose to use the cellular activity observed in any given tower as a proxy to predict the traffic that goes through the road segments that traverse the tower’s coverage area. In other words, we use the cellular activity computed from the CDR data in Dataset 2 to predict the official traffic counts per road segment collected by the African Development Bank. However, the cellular activity might be due to individuals who are walking by the coverage area or to individuals who are driving by. Since traffic counts report the daily average number of cars observed in a road segment, we need to envision techniques that compute the cellular activity exclusively as a measure of the motorized traffic. In remote areas of Senegal, located far away from cities and towns, it is highly probable that the cellular activity will be mostly due to individuals driving by the cellular towers. However, in urban environments both types of motorized and non-motorized traffic will take place and will be captured as cellular activity. To disentangle the non-motorized traffic from the overall cellular activity we propose two different approaches: Filter Regions and Filter Users.

3.1 Filter Regions

This approach only considers the cellular activity at towers that give coverage to geographical areas that are mostly inhabited. The idea is that by focusing on rural and remote areas of Senegal with very little residential life with respect to its total geographical area, the cellular activity will mostly represent individuals driving on road segments that traverse the coverage area of the cellular tower. For that purpose, we eliminate from our analysis all coverage areas that are located within and nearby towns with populations larger...
than 1,000. We have observed that towns with populations smaller than 1,000 are typically covered by a cellular tower that spans a geographical area much larger than the towns themselves. Thus, the amount of people possibly walking by remains very small with respect to the total activity observed for the coverage area, making our approach sound for the identification of motorized traffic. Figure 4 shows an example of the Filter Regions approach. Each circle surrounding a population represents the regions (coverage areas) that we filter from our analysis. The circle size is proportional to the population of the town. With this approach, only the coverage areas not filtered are used to approximate the official traffic counts per road segment. Finally, it is important to clarify that this approach offers the advantage that only aggregate information per cellular tower is used without the need to access individual location patterns from users. However, this approach is only useful for computing traffic counts in roads that cover regions that are mostly inhabited. For this filter, we define the cellular activity in a coverage area $i$ as the average daily number of calls detected in that tower ($\text{ActivityCA}_i$).

![Figure 3: Map of Cellular Coverage in Senegal with Voronoi Polygons.](image)

### 3.3 Predictive Models

Our goal is to explore predictive models that allow us to use the cellular activity of a coverage area $\text{ActivityCA}_i$, as a proxy for road segment traffic counts. However, coverage areas and road segments do not necessarily cover exact geographical regions. As a result, we cannot simply assign the cellular activity of a coverage area to a road segment that traverses it. Figure 5 shows the representation of part of National 3 with a set of road segments that traverse the coverage areas of several cellular towers (represented by their Voronoi polygons). We observe that different scenarios can occur: part of a road segment traverses the full coverage area, a complete road segment traverses it, or multiple road segments traverse a unique coverage area. To account for all these scenarios, we approximate the cellular activity for a given road segment $j$, $\text{ActivityRS}_j$, as the weighted average of the cellular activity of all the coverage areas that are traversed by the road segment, weighted by the length of the road segment within each coverage area:

$$\text{ActivityRS}_j = \sum_{i=1}^{n} \text{ActivityCA}_i \ast l_{j,i}$$

where $\text{ActivityRS}_j$ represents the cellular activity for road segment $j$, $n$ is the total number of coverage areas traversed by the road segment, $\text{ActivityCA}_i$ is the cellular activity in coverage area $i$ computed from CDR data and $l_{j,i}$ is the percentage of the length of the road segment $j$ that traverses coverage area $i$. This is based on the assumption that the cellular activity of a road segment will depend on the cellular activity of the coverage area it traverses weighted by the length of the road segment in that area $i.e.$, the longer the segment, the more activity from the coverage area it captures. It is important to recall that $\text{ActivityCA}_i$ can represent the daily average number of calls or the daily average number of drivers in the coverage area depending on whether we use the Filter Regions or Filter Users approach.

At this point we have, for each road segment in our dataset, a ground truth value with the official traffic counts as well as the approximate cellular activity for that road segment, $\text{ActivityRS}_j$. By combining together these two values, we frame the prediction problem as a supervised problem with the official traffic counts as the dependent variable and the cellular activity per road segment as the independent variable. For this paper, we explore two types of predictive approaches: linear regression models and Support Vector Regressions. We describe each approach in detail. Formally, the linear regression seeks a model such that:
This might affect our methodology since coverage areas are computed based on the cellular tower locations provided by the challenge organizers. If the cellular towers are noisy, the coverage areas will not necessarily represent the real coverage areas and traffic counts associated to those might be noisy as well. However, as reported in the official challenge paper [6], the noise has been added in such a way that the whole mesh structure for the coverage areas is maintained. Thus, although traffic counts associated to the coverage areas might not be the real ones, overall they do represent general traffic trends across different geographical areas. These trends are the ones that we want the prediction models to capture. Although not ideal, the models will still be able to cope with and distill general trends from the noisy cellular tower locations. Similarly, as stated in [6] not all individuals are reported in Dataset 2 but rather only those with certain lower and upper bounds of activity. Although this could also be seen as a limitation, it is important to highlight that the filter is common across all coverage areas, thus again allowing us to preserve the general trends in our predictive models. Finally, a common limitation in projects that use datasets from different sources is the difference in data collection years: the official traffic counts were collected in 2002 whereas the cellular data is from 2014. Ideally, both datasets should be collected during the same time period. However, the results we report are quite promising despite the time difference in data collection.

4. RESULTS

In this section, we report the accuracy of using cellular activity as a proxy for official traffic counts. Specifically, we describe results for the two measures of cellular activity: Filter Regions and Filter Users and the two types of regression: linear and SVR.

To test the accuracy of the prediction algorithms, we divide each dataset into randomly selected training and testing subsets with a distribution of 80% - 20% and repeat the random selection 100 times. For each prediction technique and filtering approach, we report average performance results over all 100 runs. Specifically, we report two measures: the correlation coefficient $r$ and the root mean squared error (RMSE). Correlation coefficients report the correlation between the predicted and the official traffic counts whereas the RMSE reports the mean error between the two. In the case of SVR, we use a grid search approach to tune the values for epsilon ($\epsilon$) and cost ($C$) that give best performance in terms of prediction results. The grid search uses a 10-fold cross-validation over the training set to approximate best values.

Table 2 shows prediction performance for both techniques and filtering approaches during training and testing. Parameter values for SVR are $C = 512$ and $\epsilon = 0.3$ for the Filter Regions approach and $C = 8$, $\epsilon = 0.4$ for Filter Users. First, we observe that SVR obtains better predictive results than Linear Regressions for both types of filtering approaches ($r = 0.698$ vs. $r = 0.512$ in the best case). This result probably reveals that a non-linear approach

\[ \hat{tc}_i = \alpha + \beta_1 \cdot \text{ActivityRS}_i + \epsilon \]

where $\hat{tc}_i$ are the predicted traffic counts for road segment $i$, $\alpha$ and $\beta_1$ are parameters of the linear regression and $\text{ActivityRS}_i$ is the cellular activity for that road segment. As explained earlier, that cellular activity can be computed using either the Filter Regions or the Filter Users approach. We fit this model with the Ordinary Least Squares approach.

In an attempt to evaluate non-linear models, the second predictive model we explore is Support Vector Regressions (SVR) with a Radial Basis Function (RBF) kernel. SVR with RBF first maps the input to a higher dimensional feature space using a nonlinear mapping (kernel) and then a linear model is constructed in that feature space. Formally,

\[ \hat{tc}_i = \sum_{i=1}^{N} (\alpha_i - \alpha_i^*) K(x_i, x) + b \]

\[ K(x_i, x_j) = \exp\left(\frac{\| x_i - x_j \|^2}{2\sigma^2}\right) \]

where $K$ is the kernel function i.e., an RBF in our case and $x$ represents the cellular activity for road segment $i$ ($\text{ActivityRS}_i$). Similarly to Support Vector Machines (SVM), SVR looks for the hyperplanes that maximally separate the samples in the projected space although a margin of error tolerance is accepted. SVR uses parameters cost ($C$) and $\epsilon$ to apply a penalty to the optimization for points which are not correctly predicted. In our experiments, we use a grid search to look for the optimal values. Finally, given that we use regressions, we describe the performance of both predictive approaches using the correlation coefficients between the predicted $tc_i$ and the official $tc_i$ traffic counts. The resulting correlation coefficient will measure the similarity between the real official counts and the predicted counts using the proposed predictive approaches. Next section describes results using the two predictors and the two filtering approaches.

3.4 Limitations

As discussed in Section 2, the location of the cell towers in the dataset is not the real one. Some noise has been added to avoid publishing the real locations due to commercial and privacy issues. This might affect our methodology since coverage areas are computed based on the cellular tower locations provided by the challenge organizers. If the cellular towers are noisy, the coverage areas will not necessarily represent the real coverage areas and traffic counts associated to those might be noisy as well. However, as reported in the official challenge paper [6], the noise has been added.

Figure 5: Road segments from National 3 crossing a set of Voronoi Polygons.

Figure 6: Linear and SVR Regression for one random training run using the Filter Regions approach.
provides a better fit for the official traffic counts that we want to approximate. To further understand this, Figures 6 and 7 show the official traffic counts (x-axis) and the predicted values during training (y-axis) using linear regression and SVR with the Filter Regions and Filter Users approaches, respectively. As can be seen, the SVR (red crosses in the plot) does a better job at approximating the training samples for both filtering approaches, which also translates into better prediction results during testing as observed in Table 2. The correlation coefficients during testing decrease a little bit probably due to overfitting during training (from $r = 0.704$ to $r = 0.698$).

A second important observation is that the Filter Users approach shows consistently better results than the Filter Regions approach when compared across regression techniques. In fact, the best predictive results were observed for the Filter Users approach and SVR with a correlation coefficient between official and predicted counts of $r = 0.704$ during training ($r = 0.698$ for testing). However, it is also fair to say that the accuracy for SVR and Filter Regions approach had a correct performance with a correlation coefficient of $r = 0.572$ during testing. From these results, it appears that filtering users based on their speed is a more robust approach than just filtering out road segments in urban-like environments.

Table 2: Prediction correlation coefficients $r$ and RMSE for linear regression and SVR: All Roads.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Filter Regions</th>
<th>Filter Users</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td>Linear Regression</td>
<td>$(r=0.434, RMSE=16.76)$</td>
<td>$(r=0.402, RMSE=17.01)$</td>
</tr>
<tr>
<td>SVR</td>
<td>$(r=0.684, RMSE=12.21)$</td>
<td>$(r=0.572, RMSE=13.76)$</td>
</tr>
<tr>
<td></td>
<td>$(r=0.588, RMSE=13.91)$</td>
<td>$(r=0.512, RMSE=14.27)$</td>
</tr>
<tr>
<td></td>
<td>$(r=0.704, RMSE=9.15)$</td>
<td>$(r=0.698, RMSE=12.18)$</td>
</tr>
</tbody>
</table>

Figure 7: Linear and SVR Regression for one random training run using Filter Users approach.

reported for SVR and the Filter Users approach with correlations of $r = 0.905$ during training and $r = 0.889$ during testing.

Overall, our results indicate that traffic counts can be predicted from cellular activity with good accuracy for analysis including all types of roads and with high accuracy for analysis that only focus on National Roads.

5. RELATED WORK

The exists a wide range of papers exploring the identification of traffic issues including road congestion or traffic routes using different sources of information such as cameras or GPS information [9][13]. Focusing on cell phone infrastructures (GSM and UMTS), Bar-Gera used cell phone data to measure travel speeds and travel times in Israel [3]. The author compared cell phone-based measures with those obtained through dual magnetic loop detectors and showed that there were significant correlations between the two. A similar approach was presented by Chiang et al. to extract traffic information exploiting handover patterns from UMTS signals [5]. Moving on to traffic congestion, Janecek et al. used data from a cellular mobile network to compute road congestion [10]. They validated their approach against four different traffic monitoring datasets and showed that their methods can detect traffic congestion very accurately and in a timely manner. Other interesting work has also been done in the area of route classification [4]. Becker et al. showed how to use handoff patterns from cellular phone networks to identify the routes that people take through a city. The authors presented two classification algorithms to match cellular handoff patterns to routes and validated their methods using statistics provided by a state transportation authority. A similar approach to ours was presented in [7], however the authors used passive network data instead of simply CDRs, making our approach much more challenging. Overall, these approaches typically focus on identifying a plethora of traffic issues in developed countries with plenty of CDR information across customers. Our work aims to develop simple mechanisms with high social impact to be able to approximate travel counts in emerging regions with few resources.

6. CONCLUSIONS

In this paper, we have presented a technique to automatically approximate official traffic counts using mobility features extracted from Call Detail Records. We have evaluated two approaches to detect motorized traffic versus individuals walking: Filter Regions and Filter Users. The former focuses on eliminating highly populated areas where it might be harder to differentiate walking from driving whereas the latter directly eliminates individuals who are not driving. Our results show that SVR together with the Filter Users approach are highly predictive of the traffic counts with correlation coefficients between real and predicted of $r = 0.889$ during testing. As a result, we believe that this approach provides a reliable technique to measure traffic counts at large-scale and in affordable manner.
<table>
<thead>
<tr>
<th>Technique</th>
<th>Filter Regions</th>
<th>Filter Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>(r=0.604, \text{RMSE}=1243)</td>
<td>(r=0.727, \text{RMSE}=825)</td>
</tr>
<tr>
<td>SVR</td>
<td>(r=0.865, \text{RMSE}=803)</td>
<td>(r=0.889, \text{RMSE}=682)</td>
</tr>
</tbody>
</table>

Table 3: Prediction correlation coefficients \(r\) and RMSE for linear regression and SVR: Only National Roads.
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